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The control exerted by a stimulus associated with an extinction component (S2) on observing
responses was determined as a function of its temporal relation with the onset of the reinforcement
component. Lever pressing by rats was reinforced on a mixed random-interval extinction schedule.
Each press on a second lever produced stimuli associated with the component of the schedule in effect.
In Experiment 1 a response-dependent clock procedure that incorporated different stimuli associated
with an extinction component of a variable duration was used. When a single S2 was presented
throughout the extinction component, the rate of observing remained relatively constant across this
component. In the response-dependent clock procedure, observing responses increased from the
beginning to the end of the extinction component. This result was replicated in Experiment 2, using a
similar clock procedure but keeping the number of stimuli per extinction component constant. We
conclude that the S2 can function as a conditioned reinforcer, a neutral stimulus or as an aversive
stimulus, depending on its temporal location within the extinction component.
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_______________________________________________________________________________

An observing response is an operant that
exposes an organism to discriminative stimuli
without affecting the availability of primary
reinforcement. Wyckoff (1952, 1969) described
a procedure to study observing behavior that
consisted of exposing pigeons to a mixed
schedule of reinforcement in which fixed
interval (FI) 30 s and extinction (EXT) com-
ponents alternated randomly. He used an
experimental chamber containing a food tray,
a response key, and a pedal located on the
floor of the chamber below the key. The
response key was illuminated with a white light
during both FI and EXT unless the pigeons
stepped on the pedal (observing response),
which changed the keylight to red during FI
and to green during EXT. Key pecks were
reinforced according to the FI schedule
independently of the presses on the pedal.
Wyckoff also exposed another group of pi-

geons to a control condition in which stepping
on the pedal changed the color of the key, but
that color was not correlated with the rein-
forcement schedule in effect. He reported that
significantly more observing responses were
emitted when the stimuli were correlated with
the component of the mixed schedule in effect
than when it was not. Therefore, Wyckoff
demonstrated that the establishment of ob-
serving responses depends on the production
of discriminative stimuli.

Given that observing responses result in the
presentation of originally neutral stimuli with-
out affecting reinforcer delivery, the observing
procedure has become important for the study
of conditioned reinforcement (Lieving, Reilly,
& Lattal, 2006; Shahan, 2002; Shahan, Podles-
nik, & Jimenez-Gomez, 2006). Unlike previous
procedures for studying conditioned rein-
forcement, such as chained and second-order
schedules (Kelleher, 1966; Kelleher & Gollub,
1962), the observing-response procedure sep-
arates the food-producing response from the
response that produces the conditioned rein-
forcer (cf. Dinsmoor, 1983). However, the fact
that observing responses produce both stimuli
associated with reinforcement delivery (S+)
and stimuli associated with omission of the
reinforcer (S2) raises several issues of inter-
pretation.

A common point of agreement in explana-
tions of conditioned reinforcement is that the
conditions responsible for establishing a stim-
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ulus as a conditioned stimulus in Pavlovian
conditioning parallel the conditions responsi-
ble for establishing a stimulus as a conditioned
reinforcer (Fantino, 1977; Kelleher & Gollub,
1962). In line with this explanation, in the
observing procedure the stimulus associated
with reinforcement delivery (S+) should func-
tion as a conditioned reinforcer due to its
association with reinforcement. In contrast,
the stimulus associated with EXT, by being
associated with the omission of reinforcement,
should function as a conditioned aversive
stimulus or conditioned punisher (e.g., Mul-
vaney, Dinsmoor, Jwaideh, & Hughes, 1974).
Although several studies of observing have
supported the notion that the S+ functions as
a conditioned reinforcer and the S2 as an
aversive stimulus (see Dinsmoor, 1983, and
Fantino,1977, for reviews), some studies have
reported incongruent findings regarding the
function of the S2.

Perone and Baron (1980) exposed human
participants to a mixed variable-interval (VI)
EXT schedule in which pulling a plunger
resulted in monetary reinforcement. The
participants could press two concurrently
available keys to produce the discriminative
stimuli. Pressing one key produced the S+ or
the S2 depending on the ongoing component
of the mixed schedule. Pressing the other key
only produced the S+ during the VI compo-
nent and had no consequences during the
EXT component. Perone and Baron found
that the participants preferred the key that
produced both stimuli over the key that
produced only the S+. This finding, suggesting
that the S2 functioned as a conditioned
reinforcer, was supported by a subsequent
manipulation in which Perone and Baron
reported that presentations of S2 alone
sustained observing behavior.

Attempts have been made to relate Perone
and Baron’s (1980) findings to an associative
explanation of conditioned reinforcement by
identifying an artifact in their procedure.
Fantino and Case (1983) and Case, Fantino,
and Wixted (1985) conducted a series of
experiments showing that the S2 only rein-
forces observing when the response producing
the primary reinforcer involves a considerable
effort; for example, pulling a plunger (see also
Dinsmoor, 1983). However, Perone and Ka-
minski (1992) noted an important difference
between Perone and Baron’s procedure and

those used by Fantino and Case and by Case et
al. While Perone and Baron gave minimal
instructions about the observing procedure,
Fantino and Case, and Case et al., explicitly
described the contingencies during the EXT
component (i.e., that the reinforcer could not
be produced when the S2 was presented).

Perone and Kaminski (1992) demonstrated
that when the S2 was presented without
instructing explicitly that an EXT component
was in effect, the participants produced the S2
more often than a stimulus uncorrelated with
the availability of reinforcement. In contrast,
when the S2 was presented with instructions
signaling that the reinforcer was unavailable
during EXT, an uncorrelated stimulus was
preferred over the S2. Perone and Kaminski
suggested that this finding poses a challenge
for Pavlovian accounts of conditioned rein-
forcement. However, their results are consis-
tent with an information account of condi-
tioned reinforcement (see Hendry, 1969).
According to this view, both S+ and S2 have
a reinforcing effect because both reduce
uncertainty about the presence or absence of
reinforcement delivery. Nevertheless, an ex-
planation in terms of information is uncon-
vincing given that extensive research using the
observing procedure has been conducted
demonstrating the unsuitability of the infor-
mation account to explain the findings in
conditioned reinforcement literature (see
Dinsmoor, 1983; Fantino, 1977). Therefore,
rather than supporting an information ac-
count of conditioned reinforcement, Perone
and Kaminski’s findings suggest that the
function of the S2 in observing procedures
is not yet fully understood. Furthermore, the
fact that the S2 reinforced observing only
when the contingencies operating in the
observing procedure were not described to
the subjects suggests that an accidental rela-
tion between the S2 and the reinforcer may
have been established.

Previous experiments have shown that the
function of the S2 may be related to the
events occurring during the reinforcement
component. In one study, Allen and Lattal
(1989) exposed pigeons to a mixed variable-
interval EXT schedule on one key. Pecks on a
second key produced the S+ or the S2
depending on the ongoing component. Allen
and Lattal found that observing could be
maintained by the S2 only if food-producing

216 ROGELIO ESCOBAR and CARLOS A. BRUNER



responses during the EXT component re-
duced the reinforcement frequency during
the reinforcement component. They conclud-
ed that the S2 acquired reinforcing properties
given the remote contingency imposed during
the reinforcement component.

In another study Escobar and Bruner (2008)
exposed two groups of rats to a mixed random
interval (RI) 20-s EXT schedule that rein-
forced presses on one lever. Pressing a second
lever produced the S2 or the S+ depending
on the ongoing component. For one group of
rats, adding an unsignaled period without
consequences for pressing the levers between
the end of EXT and the beginning of the
reinforcement component produced a slight
decrease in observing-response rate during the
EXT component. For the other group of rats,
the unsignaled period without consequences
added between the end of the RI component
and the beginning of the EXT component had
no systematic effects on observing rate during
the EXT component. This experiment sug-
gests that the effects of the S2 on observing
are linked to its temporal relation with the
reinforcement component.

One problem with the procedure for study-
ing observing responses is that the definition
of a stimulus as S+ or S2 relies solely on the
correlation of the stimulus with the ongoing
component of a mixed schedule. This defini-
tion ignores the obtained temporal relation
between the S2 and the reinforcer delivery.
The importance of the temporal relation
between the stimulus and the reinforcer in
the establishment of a previously neutral
stimulus as a conditioned reinforcer has been
explored extensively using different proce-
dures (e.g., Bersh, 1951; Fantino, 1977, 2001;
Jenkins, 1950). One related finding is that the
stimulus may acquire multiple functions as
aversive, neutral or reinforcing as the stimu-
lus–reinforcer interval is varied (Dinsmoor,
Lee, & Brown, 1986; Palya, 1993; Palya &
Bevins, 1990; Segal, 1962; Shull, 1979).

In observing procedures, however, the in-
terval between the S2 and either the S+ or
reinforcer delivery varies unsystematically be-
tween a few seconds and the duration of the
EXT component. Such variation in the tem-
poral relation between the S2 and the
reinforcer may be responsible for the apparent
contradiction regarding the effects of S2 on
observing responses in the studies in which

mixed schedules of reinforcement were used.
For example, an S2 occurring repeatedly at
the end of the EXT component may occur in
temporal contiguity with reinforcement deliv-
ery, and thus may acquire reinforcing proper-
ties. On the other hand, if the S2 occurs
consistently at the beginning of the EXT
component it would signal long periods
without reinforcement and consequently
could function as an aversive stimulus.

The present experiments determined the
function of the S2 in observing procedures by
varying the temporal relation between the S2
and the onset of the reinforcement compo-
nent. We report two experiments in which the
observing procedure was modified to include
different stimuli during the EXT component,
each with a different temporal relation with
the reinforcement component.

EXPERIMENT 1

In the present experiment, a variation of the
observing procedure that Wyckoff (1969)
described was used to control the temporal
location of the S2 across the EXT component.
The variation consisted in adding different
stimuli (S–s), presented sequentially during
successive subintervals of the EXT component.
That is, an added clock (Ferster & Skinner,
1957) was produced by observing responses.
This procedure allowed us to control the
minimum and the maximum interval between
each S2 and the reinforcement component.
In addition, the effects of different durations
of the interval between the S2 and the
reinforcement component were assessed with-
in subjects. Therefore, the purpose of the
present experiment was to use an observing
procedure with an added clock during the
EXT component to determine the effects of
the temporal relation between the S2 and the
reinforcement component on the frequency
of observing responses.

Although procedures with an added clock
similar to the one used in the present
experiment have been reported in the observ-
ing literature, in these studies the typical
observing procedure consisting of a mixed
schedule of food reinforcement was not used.
In one study, Hendry and Dillow (1966)
reinforced key pecking by pigeons on an FI
6-min reinforcement schedule. Pecks on a
second key produced one of three different
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stimuli, each stimulus associated with a succes-
sive 2-min subinterval of the FI (i.e., an
optional clock). Hendry and Dillow found
that while the number of key pecks for food
within the interreinforcer interval (IRI) in-
creased from the preceding to the subsequent
reinforcer delivery, observing responses in-
creased from the first to the second subinterval
of the IRI and decreased in the third
subinterval.

According to Kendall (1972), observing
responses in Hendry and Dillow’s (1966)
experiment could have been sustained exclu-
sively by the stimulus closest in time to the
reinforcer delivery. Therefore, Kendall system-
atically replicated their study by reinforcing
key pecking with food on a FI 3-min schedule
and added an optional clock that produced
three stimuli associated with successive 1-min
subintervals of the IRI. In successive condi-
tions Kendall removed either the two stimuli
from the beginning of the IRI or the stimuli at
the end of the IRI. Kendall found that the
number of food-producing responses in-
creased from the preceding reinforcer delivery
to the subsequent reinforcer in all conditions.
When the observing responses produced the
three stimuli of the optional clock or only the
stimulus closest to the reinforcer delivery, the
number of observing responses increased from
the first to the second subinterval of the IRI
and decreased in the third subinterval of the
IRI, thus replicating Hendry and Dillow’s
results. In contrast, when the stimulus closest
to the subsequent reinforcer was removed, the
number of observing responses was close to
zero. Kendall concluded that only the stimulus
occurring in temporal contiguity with the
reinforcer delivery functioned as a condi-
tioned reinforcer (see also Gollub, 1977).
However, it is not possible to determine
whether the occurrence of observing respons-
es was determined by the clock stimuli within
the IRI interval or by the temporal discrimi-
nation produced by the FI schedule of
reinforcement.

Palya (1993) exposed pigeons to a fixed-
time (FT) 60-s schedule of food reinforce-
ment. Pecks on the right key produced the
clock stimuli on the center key and pecks on
the left key ended stimulus presentation. To
insure that key pecking occurred, pecks on the
center key occasionally produced food rein-
forcement on a VI 10-s schedule conjointly

with the FT schedule. Palya found that the
number of observing responses was low from
the preceding reinforcer until halfway through
the IRI, and then increased gradually until the
subsequent reinforcer delivery. For most sub-
jects, observing responses decreased slightly
during the last subinterval of the IRI. Palya
concluded that stimuli occurring in proximity
to the preceding reinforcer delivery func-
tioned as aversive stimuli, and that stimuli
occurring in proximity to the subsequent
reinforcer functioned as conditioned reinforc-
ers. As in Hendry and Dillow’s (1966) exper-
iment, Palya did not expose the pigeons to
conditions in which only the stimulus closest
to the reinforcer delivery was presented.
Therefore, it is not clear whether observing
responses were sustained by the stimuli occur-
ring across the IRI interval or only by the
stimulus occurring in temporal contiguity with
the reinforcer delivery.

In the present experiment the optional
clock procedure was systematically replicated
during the EXT component of a mixed
schedule of reinforcement, which is the most
common free-operant procedure used to study
observing responses. To overcome the limita-
tions of the previous studies with optional
clocks, the EXT component was of variable
duration. In order to determine whether the
temporal distribution of observing responses
during the EXT component was controlled by
the different stimuli presented during the
EXT component or only by S+ presentations,
a control group of rats was exposed to a
procedure in which a single S2 was pro-
grammed throughout the EXT component.

METHOD

Subjects

Six experimentally naive male Wistar rats
served as subjects. The rats were 3 months old
at the beginning of the experiment and were
housed individually with free access to water.
The access to food was restricted throughout
the experiment to keep the rats at 80% of their
ad libitum weights.

Apparatus

Three experimental chambers (Med Associ-
ates Inc. model ENV-001) equipped with a
food tray located at the center of the front
panel and two levers, one on each side of the
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food tray, were used. A minimum force of
0.15 N was required to operate the switch of
the levers. The chambers were also equipped
with a house light located on the rear panel, a
sonalert (Mallory SC 628) that produced a
2900-Hz 70-dB tone, and one bulb with a
plastic cover that produced a diffuse light
above each lever. A pellet dispenser (Med
Associates Inc. model ENV-203) dropped into
the food tray 25-mg food pellets that were
made by remolding pulverized rat food. Each
chamber was placed within a sound-attenuat-
ing cubicle equipped with a white-noise
generator and a fan. The experiment was
controlled and data were recorded from an
adjacent room, using an IBM compatible
computer through an interface (Med Associ-
ates Inc. model SG-503) using Med-PC 2.0
software.

Procedure

The right lever was removed from the
chamber and for five sessions each press on
the left lever was reinforced with a food pellet.
During the next 20 sessions the schedule of
reinforcement was gradually increased to RI
20 s. Each session ended after 1 hr or when 30
food pellets were delivered, whichever oc-
curred first. According to response rates
during the 20 sessions, rats were assigned to
two groups of 3 rats each, in such a way that
each group included 1 rat with high, interme-
diate and low rates.

Discrimination training. One group of rats was
exposed to a multiple schedule of reinforce-
ment in which reinforcement and EXT com-
ponents alternated. The reinforcement com-
ponent duration was 20 s and consisted of a
modified RI schedule in which only one food
delivery was scheduled throughout each com-
ponent but at a random temporal location.
The RI schedules consisted of repetitive time
cycles in which a fixed probability of reinforce-
ment was assigned to the first response within
each cycle. In the present procedure the
reinforcement component consisted of four
5-s repetitive cycles. Instead of assigning a
fixed probability to the first response in each
cycle, only one of the four cycles was selected
randomly and a probability of 1.0 was assigned
to reinforce with one food pellet the first
response within that cycle. During the remain-
der of the cycle and in the other three cycles
no responses were reinforced. The reinforce-

ment component was signaled with a blinking
light (S+). Each duration of the EXT compo-
nent was selected from a list without replace-
ment that included durations of 20, 40, 60, 80,
and 100 s, six times each. Thus, the EXT
component duration averaged 60 s. Each EXT
component was divided into 20-s subintervals
such that when the duration of the EXT
component was 20 s, only one subinterval
occurred. When the duration of the EXT
component was 40 s, two subintervals were
presented. When the EXT duration was 60, 80
and 100 s, three, four, and five subintervals
occurred respectively. The subintervals of the
EXT component are numbered 5 to 1 from
the beginning to the end of EXT. These
subintervals were signaled with tones of
increasing intermittencies. During Subinterval
5 a constant tone was presented (S– 5), and
during Subinterval 4 the on–off intermittency
of the tone was 2-1 s (S– 4). During the
Subintervals 3, 2 and 1, on–off intermittencies
were 1-1, 0.5-1, 0.1-1 s, respectively.

This condition was in effect for 30 sessions,
each consisting of 30 reinforcement and 30
EXT components. The other group of rats
(control group) was exposed to a procedure
that differed from the clock-procedure group
only in that the same S2 (a constant tone) was
presented throughout the subintervals of the
EXT component.

Observing procedure. For both groups of rats,
the right lever was installed into the chamber
and the multiple schedule of reinforcement
was replaced with a mixed schedule. Each
press on the right lever during the reinforce-
ment component produced the S+ (blinking
light) for 5 s. For the 3 rats that had been
exposed to discrimination training using
different S–s during the EXT component,
each press on the right lever during the EXT
component produced the stimuli associated
with each subinterval of the EXT component
(S– 5 to 1 from the beginning to the end of the
EXT component). That is, these rats were
exposed to an optional clock. For the 3 rats in
the control group, only the constant tone was
presented for 5 s after each press on the right
lever. For all subjects, stimuli were interrupted
whenever a change in subinterval or compo-
nent occurred. In both components of the
mixed schedule, a response on the observing
lever during stimulus presentations had no
programmed consequences. All other vari-
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ables were kept as in the previous discrimina-
tion training condition. The basic elements of
the optional clock procedure and the control-
group procedure are shown in Figure 1. Time
goes from bottom to top. The middle column
shows the clock in each subinterval of the
EXT component and the reinforcement
component. The clock stimuli were not
presented unless an observing response oc-
curred on the right lever. The responses on
the left lever produced one food delivery at a
random temporal location during the rein-
forcement component. The dotted horizontal
lines indicate that the clock could begin at
any subinterval of the EXT component. The
solid horizontal line shows the change from
the EXT to the reinforcement component.
For the control group, the clock consisted of
only one stimulus during the EXT compo-
nent and one during the reinforcement
component.

This condition was in effect for 30 sessions,
each consisting of 30 reinforcement and 30
EXT components. Throughout the experi-
ment sessions were conducted daily, 7 days a
week and always at the same hour.

RESULTS

Figure 2 shows the mean relative number of
observing responses within each subinterval of
the EXT component and during the reinforce-
ment component for each subject across the
six successive blocks of five sessions. The
variable duration of the EXT component
resulted in a different number of subintervals
according to its temporal location; that is,
subintervals further from the reinforcement
component were less frequent. Therefore, the
number of observing responses was corrected
by dividing the number of responses within
each subinterval of the EXT component by the
number of occurrences of each subinterval

Fig. 1. A diagram of the core elements of the procedure. The squares on the left diagram exemplify the optional
clock procedure scheduled during the five subintervals of the EXT components and during the reinforcement
component. The different intermittencies of the tone are illustrated with vertical bars within each subinterval. To
differentiate the reinforcement component stimuli it was illustrated with an unfilled circle. Responses on the left lever
produced reinforcement during the reinforcement component and had no consequences during the EXT component.
The clock was not available unless an observing response (RO) occurred on the right lever in which case the
corresponding stimulus was presented for 5 s. The dotted horizontal lines exemplify the moment in which the clock
could start. The right diagram illustrates the procedure with only one S2 during the subintervals of the EXT component.
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(30, 24, 18, 12 or 6 occurrences for Subinter-
vals 1, 2, 3, 4, and 5, respectively). In the same
way, the number of observing responses
during the reinforcement component was
divided by 30 presentations of the reinforce-

ment component. The upper panels show
these data for the subjects that were exposed
to the optional clock and the lower panels
show the data for the control group with only
one S2. For the subjects that were exposed to

Fig. 2. Mean relative number of observing responses during successive subintervals of the EXT component and
during the reinforcement component across six successive five-session blocks. The upper panels show the data for the
subjects that were exposed to the optional clock procedure and the lower panels show the data for the subjects in the
control group.
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the optional clock, during the first blocks of
sessions the number of observing responses
did not vary systematically during the EXT
component. During the last blocks of sessions
the number of observing responses increased
across the EXT component from the preced-
ing to the subsequent reinforcement compo-
nent, in which the number of observing
responses decreased. For the rats in the
control group, the number of observing
responses did not vary systematically across
the subintervals of the EXT component and
the reinforcement component.

Figure 3 shows the mean rate of responses
for food during each subinterval of the EXT
component across six successive five-session
blocks in the same format used in Figure 2.
For the rats that were exposed to the
optional clock procedure, during the first
blocks of sessions the rate of responses for
food did not vary systematically during the
EXT component. During the last blocks of
sessions the rate of responses for food
increased slightly from Subinterval 5 to
Subinterval 1 and increased abruptly during
the reinforcement component. For the rats
that were exposed to the control group
across the six blocks of sessions, the rate of
responses for food did not vary systematically
during the subintervals of the EXT compo-
nent and was substantially higher during the
reinforcement component.

Table 1 shows the mean individual num-
ber of reinforcers obtained per session across
blocks of five sessions. Apparently, the
number of obtained reinforcers was lower
for the group of rats that were exposed to the
single-S2 procedure than for the group of
rats that were exposed to the optional-clock
procedure. However, a one-way ANOVA
showed that the effects of the procedure on
the number of obtained reinforcers per
sessions were not significant, F (1, 4) 5
3.97, p . .05.

DISCUSSION

The present experiment replicated with rats
the results reported using pigeons by Hendry
and Dillow (1966) and by Kendall (1972), who
used an FI schedule of reinforcement with an
optional clock and by Palya (1993), who used
an FT schedule. These authors reported that
observing responses that produced the clock
stimuli increased during the IRI and decreased

prior to reinforcer delivery. Hendry and Dillow
and Kendall also reported that food-producing
responses increased gradually across the IRI.
In the present study, the number of observing
responses increased from the beginning to the
end of the EXT component, reached a
maximum when the S–1 was produced, and
decreased during the reinforcement compo-
nent when the S+ was produced. Food-pro-
ducing responses increased only slightly from
the beginning to the end of the EXT
component, and increased substantially dur-
ing the reinforcement component. As in the
previous studies, the decrease in observing
responses during the reinforcement compo-
nent could be attributed to the fact that the S+
functioned as a strong discriminative stimulus
for food-producing responses. The present
experiment extends the previous findings to
observing procedures involving mixed sched-
ules of reinforcement.

Kendall (1972) suggested that the stimuli
associated with the subintervals of the FI
closest to the preceding reinforcer had no
systematic effect on observing responses be-
cause, when he removed those stimuli from
the procedure, leaving only the stimuli closest
to the subsequent reinforcer, the temporal
distribution of observing within the IRI did not
vary. Unlike Kendall, we found that when only
one S2 was presented during the EXT
component and the S+ was presented during
the reinforcement component, the number
of observing responses remained constant
throughout the EXT component. Therefore,
the gradual increase in the number of
observing responses across the EXT compo-
nent when an optional clock was implemented
was due to the clock stimuli during the EXT
component and not only to the S+ presenta-
tion. Given the procedural differences be-
tween Kendall’s study and the present exper-
iment, the origin of this difference in results is
not clear. One possibility is that the temporal
discrimination produced by the FI schedule in
Kendall’s study may have controlled the
increasing pattern of observing responses
during the IRI in the absence of the clock
stimuli.

A notable aspect of the results of the present
experiment is the difference between the
number of observing responses with the
optional clock procedure and with the single
S2 procedure. It is worth noticing that the
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number of observing responses during the
EXT component was higher during the last
subintervals of the EXT component when the
clock procedure was used than when the single
S2 procedure was implemented. In contrast,
the number of observing responses during the

first subintervals was lower with the optional-
clock procedure than with the single S2
procedure. During the middle subintervals,
the number of observing responses was similar
with both procedures. Relative to a baseline
with a stimulus occupying the entire EXT

Fig. 3. Mean rate of food responses during the stimuli for each successive subinterval of the EXT component and
during the reinforcement component across six successive five-session blocks. See description of Figure 2.
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component, a stimulus in a relatively fixed
temporal location may increase, decrease or
have no effect on the number of observing
responses. These findings evidence the multi-
ple functions of the S2 as reinforcing, neutral
and aversive.

EXPERIMENT 2

A methodological problem associated with
using serial stimuli during an IRI is that if the
duration of the IRI is kept constant, the
temporal discrimination generated by food
delivery hampers the interpretation of the
effects of the serial stimuli. On the other hand,
if an IRI of a variable duration is used then the
number of stimuli in the sequence varies. For
example, in Experiment 1 the stimuli closest
in time to the onset of the reinforcement
component occurred more frequently than
those occurring further from the reinforce-
ment component. Therefore, it is possible that
the increasing number of observing responses
across the subintervals of the EXT component
found in Experiment 1, rather than resulting
from the differences in the temporal location
of the stimuli, could have been the result of
the different numbers of stimuli presentations
that were differentially paired with the rein-
forcement component (cf. Bersh, 1951, Ex-
periment 2). Experiment 2 was conducted to
eliminate the number of pairings as an
explanation for the results of the previous
experiment. Therefore, the observing proce-
dure with an added optional clock used in
Experiment 1 was used again, but all the clock
stimuli were scheduled. Thus, the number of
programmed stimulus/reinforcement-compo-

nent pairings was held constant. To diminish
the temporal discrimination produced by food
delivery, an interval of variable duration
without programmed consequences was added
before the availability of the serial stimuli.

METHOD

Subjects and Apparatus

The subjects were 6 male Wistar rats kept at
80% of their ad-lib weight. The rats had
previous experience with a procedure of
observing involving a mixed RI EXT schedule
of reinforcement but had no experience with
serial-stimuli procedures. The rats were
housed within individual home cages with free
access to water. The experimental chambers
were those used in Experiment 1.

Procedure

Given that the rats had previous experience
with observing procedures, without further
training the rats were exposed to a mixed
schedule of reinforcement on the left lever in
which a 20-s reinforcement component alter-
nated with an EXT component averaging
140 s. During the reinforcement component
a modified RI schedule identical to the one
used in Experiment 1 was used. Therefore,
only one food pellet was scheduled at a varying
temporal location during the component.
During the reinforcement component each
press on the right lever produced a blinking
light for 5 s.

Each EXT-component duration was ran-
domly selected without replacement from a
list composed of durations of 100, 120, 140,
160, and 180 s, six times each. The last 100 s of
each EXT component were divided into 20-s

Table 1

Mean number of reinforcers per session during each consecutive five-session block for the rats
exposed to the optional-clock procedure and to the single-S2 procedure in Experiment 1.

Session blocks

Rat

R7 R8 R9 R10 R11 R12

Optional clock One S2

1 18.8 24.4 22.4 20.2 19.0 25.8
2 23.8 25.8 26.6 17.6 22.0 24.6
3 25.4 27.0 26.8 12.8 17.8 26.0
4 23.8 27.0 28.0 19.4 18.2 24.2
5 27.4 28.0 28.4 23.4 20.0 26.4
6 27.0 28.8 28.0 18.4 18.8 27.0

Means 24.4 26.8 26.7 18.6 19.3 25.7
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subintervals. For 3 rats, during the subintervals
of the EXT component, each press on the
right lever produced 5-s stimuli correlated with
each subinterval of the component. The
stimuli consisted of presenting tones with
different intermittencies (see Experiment 1).
For the other 3 rats (control group) only the 5-
s constant tone was produced with each press
on the right lever throughout the last 100 s of
the EXT component. For all rats, during the
first seconds of the EXT component (0, 20, 40,
60, or 80 s) before the availability of the serial
stimuli, presses on either lever had no pro-
grammed consequences. For all subjects,
stimuli were interrupted whenever a change
in subinterval or component occurred. This
procedure was in effect for 20 sessions in
which 30 reinforcement and 30 EXT compo-
nents were scheduled. Throughout the exper-
iment each session was conducted daily, 7 days
a week and always at the same hour.

RESULTS

Figure 4 shows for each rat, the number of
observing responses during each subinterval of
the EXT component and during the reinforce-
ment component, as means of each successive
five-session block. The total number of observ-
ing responses during each subinterval of the
EXT component and the reinforcement com-
ponent was divided by 30 presentations of each
period. The upper panels show the data for
the rats exposed to the optional-clock proce-
dure and the lower panels show the data for
the rats in the control group with only one S2
occurring across the EXT component. Because
Rat 13 died before the completion of the
experiment, the data for this rat are shown
only for sessions 1 through 15.

For most rats during the first blocks of
sessions the number of observing responses
did not vary systematically during the subin-
tervals of the EXT component. However, for
Rats 14 and 17 the number of observing
responses increased from the beginning to
the end of the EXT component. The pattern
of observing changed gradually across the
blocks of sessions. For all the rats, the number
of observing responses increased from the
beginning to the end of the EXT component
during the last block of sessions. The increase
was notably steeper for the rats exposed to the
serial stimuli than for the rats exposed to one
S2 throughout the EXT component. The

number of observing responses remained
relatively constant during the reinforcement
component for all subjects.

Figure 5 shows the individual mean rates of
food responses during the stimuli in the EXT
and the reinforcement component of the
mixed schedule of reinforcement for each
successive five-session block. For all rats, the
food-response rate was higher during the
reinforcement than during the EXT compo-
nent. During the EXT component, food-
response rate was lower when the serial stimuli
were available than when a single S2 was
programmed. For all rats, food-response rate
did not vary systematically during the subin-
tervals of the EXT component nor across the
successive blocks of sessions.

Table 2 shows the mean individual number
of reinforcers obtained per session during
each five-session block. A one-way ANOVA
showed that the number of obtained reinforc-
ers per session did not vary systematically
between the rats that were exposed to the
optional-clock procedure and those exposed
to the procedure with only one S2 throughout
the EXT component, F (1, 4) 5 2.93, p . .05.

DISCUSSION

Although the number of stimulus–reinforce-
ment component pairings did not vary system-
atically during the first block of sessions, the
pattern of observing responses became an
increasing function of the temporal location
of the serial stimuli. This finding suggests that
the number of stimulus–reinforcement com-
ponent pairings did not determine the in-
creasing rate of observing across the subinter-
vals of the EXT component. The fact that the
increasing pattern of observing responses
during the EXT component was flatter with a
single S2 than with serial stimuli suggests that
the findings of the present experiment were
not due to the temporal discrimination pro-
duced by food-delivery alone, but depended
on the serial position of the stimuli relative to
the reinforcement component.

Different studies have determined the ef-
fects of adding optional clocks to an IRI (e.g.,
Hendry & Dillow, 1966; Kendall, 1972; Palya,
1993). However, from these studies it was not
clear whether observing rate was controlled by
the serial stimuli, by food delivery or even by
both. The procedure used in the present
experiment has one advantage over previous
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Fig. 4. Mean relative number of observing responses during successive subintervals of the EXT component and
during the reinforcement component across the five successive blocks of five sessions. The upper panels show the data for
the subjects that were exposed to the optional clock procedure and the lower panels show the data for the subjects in the
control group.
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Fig. 5. Mean rate of food responses during the stimuli for each successive subinterval of the EXT component and
during the reinforcement component across the five blocks of five sessions. See description of Figure 4.
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procedures. For example, a control group was
used in which a single S2 was presented across
the EXT component. Thus, the comparison
between subintervals with and without stimuli
was avoided. This comparison is difficult given
that the stimulus duration has to be subtracted
from the time base used to calculate the rate of
observing (see Dinsmoor, Browne, & Law-
rence, 1972, for a similar argument). The
control group with a single S2 also permitted
the conclusion that the temporal discrimina-
tion was not responsible for the pattern of
observing during the EXT component.

GENERAL DISCUSSION

A large group of studies have focused on
showing that in observing procedures the S2
functions as an aversive stimulus, in order to
support an associative account of conditioned
reinforcement (see Dinsmoor 1983; Fantino,
1977 for reviews). In contrast some studies
have been conducted to discover whether the
S2 could reinforce observing behavior, in
order to support an information account of
conditioned reinforcement (e.g., Lieberman,
1972; Schaub, 1969; Schrier, Thompson, &
Spector, 1980). Their results were found to be
unreliable or subject to alternative explana-
tions (e.g., Dinsmoor, 1983; Dinsmoor et al.,
1972; Fantino, 1977; Mueller & Dinsmoor,
1984). Although most studies found that the
S2 was not reinforcing, Perone and Kaminski
(1992) and Perone and Baron (1980) provide
evidence suggesting that the S2 can indeed
reinforce observing.

Based on the results of the present experi-
ments, we can conclude that the S2 can
function as an aversive, neutral or reinforcing
stimulus depending on its location within the

EXT component. Previous attempts to relate
the findings of the studies on observing
responses to an associative account of condi-
tioned reinforcement assumed that the S+ and
the S2 are qualitatively different, because the
S+ is associated with the reinforcement com-
ponent and the S2 is associated with the EXT
component. The problem with this approach
in the analysis of observing responses is that
the temporal relations between stimuli and
reinforcers vary unpredictably. Hence, the
control exerted by the S2 on observing
responses is also unpredictable. The different
effects of the S2 on observing responses,
resulting from the unsystematical variation of
the temporal relations between stimuli, have
apparently supported both the information
and the conditioned reinforcement accounts
of conditioned reinforcement.

In studies in which simple schedules of
reinforcement were used (FI, fixed time,
variable time) it has been reported that stimuli
can acquire different functions depending on
their temporal relation to reinforcer delivery
(Dinsmoor et al., 1986; Palya, 1993; Palya &
Bevins, 1990; Segal, 1962; Shull, 1979). There-
fore, once the effects of the temporal variables
are isolated within the mixed schedule used in
an observing procedure, the results are iden-
tical to those observed using simple schedules
of reinforcement in which no qualitative
differences between the different stimuli are
assumed.

Previous attempts to relate the findings
obtained with the observing procedure to an
associative account of conditioned reinforce-
ment have noted the importance of the
temporal relations between the stimulus and
the reinforcer to endow a stimulus with
reinforcing properties (e.g., Auge, 1974; Dins-

Table 2

Mean number of reinforcers per session during each consecutive five-session block for the rats
exposed to the optional-clock procedure and to the single-S2 procedure in Experiment 2.

Session blocks

Rat

R13 R14 R15 R16 R17 R18

Optional clock One S2

1 22.0 26.0 18.6 26.8 26.4 27.8
2 13.8 24.8 19.6 25.8 26.4 28.0
3 19.0 25.2 21.0 24.0 25.2 24.4
4 26.8 21.4 23.8 25.2 18.8

Means 18.3 25.7 20.2 25.1 25.8 24.8
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moor, 1983; Fantino, 1977). Dinsmoor favored
a relative time explanation (cf. Gibbon &
Balsam, 1981) for the reinforcing properties of
the S+ and for the aversive properties of the
S2. Similarly, Fantino argued that the S+
functions as a conditioned reinforcer because
it signals a reduction in the time-to-reinforcer
interval relative to the IRI (i.e., a delay-
reduction hypothesis). In comparison, the
S2 is not reinforcing because it signals a long
time-to-reinforcer interval relative to the IRI
(see also Auge, 1974). The present results are
congruent with such notions by suggesting
that the S2 functioned as a more effective
conditioned reinforcer when it could occur in
temporal proximity with the reinforcement,
and that its reinforcing properties decreased
as the S2 was gradually separated from the
reinforcement component. Further increases
in the stimulus–reinforcer interval resulted in
the S2 functioning as an aversive stimulus, or
conditioned punisher. One contribution of
the present experiments is to suggest that the
simple dichotomy between S2 and S+ is
inadequate when it is applied to observing-
response procedures. Additionally, the present
results suggest that a nominal S2 can signal a
reduction in the delay to the reinforcer
relative to the IRI.

This interpretation is congruent with several
results in observing studies. For example, in
Dinsmoor’s group studies relatively long stim-
uli (30 s) were used (e.g., Dinsmoor et al.,
1972; Mueller & Dinsmoor, 1984; Mulvaney et
al., 1974). This procedural detail may have
resulted in the S2 occupying the EXT
component almost entirely. Therefore, the
inability of the S2 to reinforce observing
reported in those studies may have been the
result of long delays imposed between S2
onset and the reinforcement component.

The temporal relations between the stimuli
and reinforcer are complex when relatively
brief stimuli are used. Specifically, the tempo-
ral distance between the S2 and the reinforce-
ment component depends on the temporal
distribution of observing responses. In Gaynor
and Shull’s (2002) study, an observing proce-
dure involving the typical mixed schedule of
reinforcement was used and observing re-
sponses produced the S+ or the S2 for 5 s.
Gaynor and Shull found that the interstimulus
interval was considerably longer during the
EXT component than during the reinforce-

ment component. However, this finding is not
universal. Brief stimuli durations also allow the
S2 to occur at least occasionally in temporal
contiguity with the reinforcement component.
For example, Escobar and Bruner (2002) and
Kelleher, Riddle, and Cook (1962) reported
that observing responses occurred in repetitive
patterns consisting of successive observing
responses producing S–s. Once an S+ was
presented, food responses replaced observing
responses until several responses went unrein-
forced. After that, successive observing re-
sponses occurred again. Such distribution of
observing allowed the S2 to occur in temporal
proximity with the reinforcement component
and produced results apparently congruent
with an information account of observing.
That is, the S2 was presented more often
than the S+.

Although the results of the present study
showed that the S2 functioned as a condi-
tioned reinforcer when it occurred at the end
of the EXT component, this finding is not
congruent with an information account of
conditioned reinforcement. For example, ac-
cording to Egger and Miller (1962, 1963) the
stimuli occurring early in the sequence should
be more informative of the reinforcer delivery
then the last stimuli of the clock.

Given that in the present experiment tones
with gradually increasing intermittencies were
used as clock stimuli during the EXT compo-
nent, an alternative explanation for the results
based on the inherent effects that the tones
had on behavior could be offered. Reed and
Yoshino (2001, 2008) showed that a loud tone
can be used as a punishing stimulus in rats. It
can be argued that the constant tone used as
S–5 was an aversive stimulus and increasing the
intermittency as the EXT component elapsed
may have decreased the aversive properties of
the tone. From this argument, we might
expect an increase in observing rate from the
beginning to the end of the EXT component,
like that found in the present experiments.
Two facts make this explanation unlikely. First,
the tones used in Reed and Yoshino’s studies
as aversive stimuli varied between 100 and
125 dB and the tones used in the present study
were considerably quieter (70 dB) and pre-
sumably much less aversive. Second, the
control group with a constant tone (single
S2) across the EXT component in Experi-
ment 1 controlled rates of observing during
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the EXT component that were intermediate to
those found with the clock stimuli. Had the
constant tone functioned as an aversive stim-
ulus, the observing rates in the control group
would have been the lowest throughout the
EXT component.
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